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BACKGROUND
Masked Diffusion Models (MDMs) have emerged as a powerful generative
modeling technique. Despite their remarkable results, they typically suffer
from slow inference with several steps. In this paper, we propose Di[M]O, a
novel approach that distills masked diffusion models into an one-step gen-
erator. Our contributions can be summarized as:

• We are the first to successfully achieve one-step distillation of MDMs.

• We propose Di[M]O, an on policy distillation method that enables the one-step
distillation of MDMs, with proposed efficient token initialization.

• Our findings show that Di[M]O successfully reaches performance close to that
of MDM teachers, while greatly enhancing the sampling efficiency.

OVERVIEW OF DI[M]O PIPELINE
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// Generate tokens x0
Sample xinit∼pinit, c ∼ D
Compute generator logits zθ(xinit, c) ∈ RB×h×w×V

sample token xθ∈RB×h×w from pθ(x0|xinit)=softmax(zθ(xinit, c))
// Update generator θ
Sample t∼U [0, 1], x̃t∼qt|0(x̃t|xθ(xinit, c)) // Forward
Calculate pϕ(x0|x̃t, c) and pψ(x0|x̃t, c) Update θ with ∇θLDi[M]O (Eq. (3))
// Update auxiliary model ψ
Update ψ with MDM loss to learn xθ(xinit, c)

ALGORITHM

The core idea is on-policy distillation , aligning the teacher and generator across all intermediate x̃t.
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Similar to prior work (VSD, DMD, DI, SiD), we seek to approximate the following loss gradient:
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1. Approximation of pθ(xi0|x̃t):

Given that the orange term in Eq. (2) depends on
both the teacher output pϕ(xi0|x̃t) and the unknown
student output pθ(xi0|x̃t), we follow VSD and intro-
duce an auxiliary model ψ to approximate pθ(xi0|x̃t).

2. Approximation of zθ(x̃t):

The approximation of the purple term must sup-
ply gradients for updating θ. Given this constraint,
we approximate zθ(x̃t) with the one-step output
zθ(xinit), assuming the consistency property.

These approximations lead to the following gradient of loss:
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In particular, we propose using Generalized Jeffrey Divergence to mitigate mode-seeking:

Dβ
Jeffrey = (1− β)DFKL + βDRKL. (4)

The gradient of FKL and RKL at each token
position i are given by:
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CLASS-CONDITIONAL RESULTS

rinit = 0 Di[M]O (rinit = 1) one step Di[M]O (rinit = 0.6) one step Teacher 16 steps

Quantitative results on class-conditional ImageNet-256.
One-step Di[M]O matches teacher with 16× fewer steps.

Method Step (↓) FID (↓) IS (↑) Prec. (↑) Rec. (↑) Den. (↑) Cov. (↑)

Teacher

MaskGit 16 6.60 224.07 0.831 0.402 1.246 0.977
MaskGit 8 6.66 221.57 0.827 0.397 1.233 0.974
MaskGit 4 10.73 192.29 0.748 0.313 1.011 0.920
MaskGit 2 91.35 13.37 0.178 0.164 0.091 0.122

Sampler θ-trapezoidal 64 6.7 - - - - -
θ-trapezoidal 32 7.1 - - - - -

Distill.

di4c 4 6.79 209.2 - - - -
di4c-d 4 6.57 213.6 - - - -
Di[M]O 1 6.91 214.0 0.828 0.377 1.255 0.967

TEXT-TO-IMAGE RESULTS
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